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Abstract. The Intergovernmental Panel on Climate Change (PR3
finalised its Fourth Assessment Report in 2007. @aper surveys the
most important statements of the Report based gnainlthe satellite-
born observation. After the introduction, we bryedlpecify the potential
and the constraints of remote sensing. The clime#ted applications are
sorted into four groups. Firstly we deal with tleecalled external forcing
factors, emphasising the observations of atmosplaanosols. The next
group is the detection of the climate changes, hathese of tempera-
ture near the surface and in the atmosphere; theges of snow and ice
cover; and the sea-level rise. The third grouppgliaations is the com-
parison of the present observed and the model-atediiclimate. Finally,
the fourth application is testing the simulatiofige®dback mechanisms,
determining the radiation balance of the atmosphierehis regard, we
point out that the different sensitivity of modeksuse as wide uncertainty
of the prediction, as the alternatives of futureegthouse-gas emission.

1. Introduction

The climate of our Planet has never been strialystant, but the recent
changes are by two orders of magnitude faster thamatural changes
since the appearance of anthropogenic influence. discernable global
warming started in the focentury and after speeding up in thd'2@n-
tury, it has reached ca. 0.8°C. This fact and #adization of the likely
reasons of the changes, plus quick developmenbmipater technology
have resulted in systematic investigations of derscience. The goal of
the present paper is not the detailed review aiate change, but the sys-
tematisation of possible satellite application @ameection with this issue.

The paper continues with a climate science oriebtexf descrip-
tion of the specifics of satellite remote sensi@gdtion 2). Then, four dif-
ferent aspects of climate-oriented applicationpaesented. The so-called
external forces, causing climate modification aaawed firstly (Section
3). We deal especially with atmospheric aerosotiglas, having very
high spatial variability, stressing the needs oélite remote sensing.



Three climate variables will be emphasized (Secfipamong the
changes of climate, representing all the three dsioms. The changes of
air temperature are observed at different levelatwiosphere to establish
the fact of changes in addition to the near-surfaeasurements. Further,
we would neither be able to detect the changekeoshow and ice-cover
in the unpopulated regions, nor to observe thdesgd-far from the navi-
gation routes. If the ocean level were be calcdlately from harbours’
measurements, we had to face the geodetic inflgenfcectonic motions,
or the errors caused by motion of the world-oceahthe atmosphere.

In the third group of satellite climate applicato(Section 5), a
favourable example is presented in the satellimetdaesting of climate
models showing that the models can well reprodbheeatmospheric wa-
ter vapour content variations and trends of themepast. Of course, the
models are not so good in all respects.

The counter-examples i.e. less successful simulatie given in
the fourth application, where the validation of thedel simulated feed-
backs is presented. Two examples illustrate ifitbensity of these feed-
back mechanisms, determining the radiation balacaeesponds to their
real values established from satellite observati®sction 6). These
feedbacks are important, since they affect theréutlimate as strongly,
as the expected changes in atmospheric composition.

The paper is closing with a conclusion focusingthe remote
sensing aspects of climate science (Section 7).

2. Specifics of remote sensing in climate science

Satellite technology is based on electromagnetitatisn observations.
The use of remote sensing technique from spaceviangageous, since
this is the only way to observe a wide range ofpygsical parameters on
a global scale to good accuracy in a consistentrapdatable manner
(Silvestrin, 2019 . The satellite images have fairly high spatiabheson
(up to 3D) and high (though, costly) temporal raoh already achiev-
able over vast areas. This technology allows tosomeaat locations of the
Earth system impossible or difficult to access,myaby the all-weather
day-and-night capability for microwave sensing.sltechnology is able
to measure several parameters at same time arah ibe highly auto-
matic, from acquisition to exploitation. One mayemp\state that on a per-
measurement basis, usually far less expensive dhgnother means of
geophysical observations (Silvestrin, 2010.



However, the technology has some caveats, toogSiin, 201).
One must always consider that remote sensing dateesults of indirect
measurements where the observed signal is alwéssted by more fac-
tors than just the one, targeted by the observaliberefore, further as-
sumptions and models are needed to interpret thesunements, e.g. to
calibrate sensor, to remove perturbing effects, Bte area of the meas-
urement target is often relatively large, rising tlepresentativity issue,
considering surface heterogeneities. Due to theslglgmms, validation of
remote sensing measurements is often not possilgetimal way and the
estimation of the errors of the data products aadifficult

Satellite remote sensing is based on primary amdbgwed elec-
tromagnetic quantities, e.g. absolute intensitiespecific wavelength in-
tervals, intensities relative to the intensity ofeference source at same
wavelength, ratios of intensities at different wiangths, etc. These quan-
tities are observed in two characteristic groupsoating to the wave-
lengths. These are the microwave and the optio#dafed) parts of the
parts of the electromagnetic spectrum.

Optical sensing of the surface takes place in Msdnd near-
infrared (ca. 0.3-1.3 um), middle-infrared (ca.-1.8, 2.0-2.6, 3.0-3.6,
4.2-5 pm) and thermal infrared (7.0-15 um) partshef spectrum, con-
strained to the atmospheric windows. The micronsaending can use a
rather large window between 10 MHz — ca. 100 GHz.

The wavelengths in the two regions differ by aro@ndrders of
magnitude: features observed are very differentwswlly highly com-
plementary. The two groups exhibit very differepatal resolutions:
only tens of km for the microwave, whereas 1 kneasily achieved for
the optical sounding. On the other hand, microwseesing is little af-
fected by atmosphere and clouds (but rainfall mayabproblem), and
they can even penetrate vegetation, dry soil, si@w.the visible beams
clouds are obstacles, and daylight is also a camdiin the optical part of
the spectrum various atmospheric corrections aedeatkto clear the tar-
geted signal from other effects. In this respedtievand partly unknown
radiation parameters of the aerosol componenttharproblem.

For the microwaves the surfaces appear smootherithe opti-
cal region, hence larger occurrence of mirror-ligdections is available.
This can be utilised in case of both passive aniveagvays of remote
sensing. The active sensing offers larger contnoincident energy, ena-
bling new sensing capacities. However, legal anthrtelogical con-
straints also occur with the microwave spectrurocallion (interference
with other sources), lidar safety issues, etc.



Let us further illustrate the possibilities and timeitations of re-
mote sensing with respect the climate science becant effort, re-
establishing the global radiation balance. Theestd#t climate system
largely depends on the radiation process, and uh&ah activity can pri-
marily modify the radiation processes, too. Hericevas inevitable to
know the actual radiation balance of the Planet witdoubted accuracy.
But, as we see below, this is not so easy.

Recently Trenberth et al (2009) re-consideiéd.(1) their earlier
radiation balance estimations (Kiehl and Trenbetr€97). The earlier pe-
riod was based on observations from 1985 - 198@r&ds the recent es-
timates are originated from March 2000 to May 2p64dod. As it is seen
in Table 1 very few terms of the radiation balance are ungkd during
the 15 years. In some other cases the absolutzatiffe between the two
estimates is ca. 10 Wimsometimes over 20 % in relative terms. The ma-
jority of the changes are likely caused by the wagaty of the estima-
tion, not the climate variation of the Earth durthg period.

Table 1. Absolute and relative differences between the te€Emenberth et al., 2009)
and previous (Kiehl and Trenberth, 1997) estimaiafCalculations were made by the
authors of the present paper and they are rounded/in’.) Components summarising
other lines of the table are set in italics.

No. |[Component (Wm-2) Newld |Diff. Rel. Diff.
S1 |Incoming Solar From the Sun 3842 -1 0%
S2a|Reflected by clouds and atmosphere ™ 2 3%
S2b|Reflected by the surface 2380 -7 -23%
S2 |Reflected Solar to the space 1007 -5 -5%
S3 |Absorbed by.(short-wave balance of ) the atmosphe®8 671 11 16%
S4 |Absorbed by (short-wave balance of ) the surface| 61 168 -7 -4%
S5 |Shortwave balance at TOA (S1-S2) 28 4 2%
L1 |Outgoing long-wave Radiation balance 228 4 2%
L2a|Long-wave emitted by the atmosphere B 4 2%
L2b[Emitted LW by the clouds 3030 0 0%
L2 [Emitted LW from the atmosphere to Space 199 4 2%
L3a|[Emitted LW from the surface to the space My 0 0%
L3b|[Emitted LW from the surface to atmosphere FH 6 2%
L3 |Emitted LW from the surface: all 30 6 2%
L4 [Back LW radiation from the atmosphere 3324 9 3%
L5 [LW balance of the atmosphere (L3b-L2-L4) A8 -7 4%
L6 [LW balance at the surface (L4-L3) -686 3 -5%
NlaThermal (sensible heat) 124 -7 -29%
N1bEvapotranspiration (latent heat) 808 2 3%
N1 [Non-radiative energy balance of the atmosphere 1024 -5 -5%
O1 |Overall balance at TOA (S5-L1) 0O 0 O

02 |Overall balance of the atmosphere (S3+L5-N1) -1 0 -1

03 |Overall bal. at the surface (Net absorbed) (S4+LBjN 1 0 1
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Figure 1. The global annual mean Earth’s energy budget ferhar 2000 to May 2004
period (Wm?). The broad arrows indicate the schematic floveérgy in proportion to
their importance. Source:Trenberth et al (2009) Remark: The Figure indicagésbal
averages, independently from the type of the sarfathe illustration.
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Figure 2: Top panelCompared are daily averaged values of the Swtal frradiance
from radiometers on different space platforms ablighed by the instrument teams
since November 1978. Bottom par@linspot number to illustrate the variability ofeso
activity for cycles 21, 22 and 23. (Source: Froh|i2010)



For exampleFig 2 indicates that even the Solar constant varied by
ca. 1 Wn?, which is comparable to the changes in the ramfiatalance
due to most external forcing factors (Section B)the latter period, near
the maximum of the 2%3solar cycle, the incoming radiation was higher
by ca 0.5 Wrif than in the previous period of the estimationgrraend
after the minimum between the2and 29% cycles. However the instru-
ments of the previous period gave a much strongerestimation, lead-
ing to a -1 Wrif decrease of the Solar constant in the latter eftima

3. Detection of external forcing factors

The increasing of greenhouse effect modified tharwe with 2.3 Wit
since the beginning of industrial revolution. Thedue is only 1% of the
captured Sun originated energy but the 1/5 of tlege has happened in
the last decade. (The total energy balance renzares at the top of the
atmosphere, but it needs higher temperature neauiiace, and above!)

Among the important anthropogenic forcing factdts green-
house effect influences the backward atmospheng-i@ave radiation to
the surface. (lts present value is 333 Wisee above in Fig. 1). The aero-
sol content modifies mainly the reflected short eaadiation (79 W)
and, in smaller extent, the atmospheric long wamission (239 Wr).

The land use determines mainly the surface-reflestert-wave
radiation, and also, to a lesser degree, the denaiid latent heat ex-
change between the surface and the atmospherar frégsent values are
17 and 80 Wri.) Among the natural forcing factors, decadal detitins
of solar activity directly modulate the incomingoshwave solar radiation
(341 Wm?), while the few bigger volcanic eruption increashs re-
flected shortwave radiation 1-3 years. Changesefmentioned factors
will be briefly characterised in the followings.

The concentration of atmospheric carbon dioxidedras/n from
about 280 ppm before Industrial Revolution to 3@Bpn 2008 (Copen-
hagen Diagnosis, 2009). The methane concentratam grown from
0.715 to 1.774 ppm in 2005. Both values are mughédrithan any time
in the last 650 thousand years! The atmospherismoasimilarly green
house gas nitrous oxide has reached 0.319 ppm0if 20m 0.270.

The components of atmospheric aerosols have mddifie at-
mospheric radiation balance in the opposite dioecthamely decreasing
the warming. The direct effect of aerosols, maihlg backscattering of
solar radiation is about -0.5 WmTheir indirect effect, through changes
in cloud composition, is another -0.7 \Wraince the industrial revolution.



Further small effects, e.g. changes in land use,imereasing car-
bon content of snow leading to smaller reflectiviguse -0.1 - -0.2 W
in the radiation balance of the Planet. The Replmt states that the in-
fluence of solar activity oscillations is +0.12 Wrsince 1750. This value
is the half of the previous estimation (IPCC, 2001)

The concentration of greenhouse gases is equatsitdited over
the World, because of their long residence timeZQ0 years). Further-
more, to our present knowledge the land use chaagesess important
forcing factors of the global radiation balancenke we discuss the re-
mote sensing activities to characterise the infteenf aerosol particles.

Table 2: The sensors used to determine the optical charaakaerosol particles. The
activity period, the spectral interval and the dexd aerosol parameters are indicated.

(Source: IPCC, 2007; Table 2.2, abbreviate),,, - optical thickness of aerosol at the

given wavelength(l - albedo of aerosol layeE)RE — direct effect ofanthropogenic
and natural aerosols on the short wave energy lbadaof the Earth-atmosphere system.

Satellite instrument Measurement interval | Spectrabands Aerosol cha
racteristics
AVHRR (Advanced Very Highsince 1975 up to the pré> bandg0.63; 0.87 Toor: &
Resolution Radiometer) sent 3.7; 105 and 11] ~%€"
pum

TOMS (Total Ozone MappindNov. 1996- June 19970.33 and 0.3@m Toop: Q€T
Spectrometer) April 2003 — Oct. 2003 so?ienr dex
POLDER (Polarization and DiredNov. 1996 —June 199718 bands (0.44 Toer: O,
tionality of Earth’s reflectance) |Apr. 2003 — Oct.2003; 0.91um) aer

Jan. 2005 to the present DRE
OCTS (Ocean Colour and Tepov. 1996 —June 19979 bands (0.410-86 Toor O
perature Scanner) Apr. 2003 —Oct. 2003| um); 3.9um aer

Jan. 2005 to the present
MODIS (Moderate Resolutidsince 2000 up to the pig2 bands (0.41 Toop, O,
Imaging Spectrometer) sent 2.1um) DI;E'"
MISR (Multi-angle Imagingsince 2000 up to the pret bands (0.47 T o
Spectro-Radiometer) sent 0.86um) aer’
CERES (Clouds and Earth’s Raince 1998 up to the pravide, integrated |DRE

diant Energy System)

sent

GLAS (Geosciences Laser A

Akince 2003 up to the p

nexctive lidar (0.53

vertical aerot

timeter System) sent 1.06um) sol profile
ATSR-2/AATSR (Track Scansince 1996 up to the pret bands (0.56 T o
ning Radiometer/Advancedent 1.65um) aer”
ATSR)

SeaWiFS (Sea-Viewing Wig

since 1997 up to the p

Field-of-View Sensor)

sent

®.765 and 0.86

51_06?’" a
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Table 2summarises the most important parameters of gatel
struments which could be applied in determinatibopiical characteris-
tics. The direct effect of aerosols can be charaset@ by three different
parameters: (i) The optical thickness of aeroggl,., indicates the ratio

of the Sun radiation which does not reach the sarfblsing this parame-
ter as a negative exponent of thénatural number”, we get this ratio. (ii)
The O albedo of a given aerosol layer shows the ratioadfation re-
flected back towards the space in the given wagiher(This term does
not consider that part of the energy which is rtéld from the surface.)
Finally, (iii) the DRE, the common effect of natural and anthropogenic
aerosols, indicates the surplus of outgoing energyn the Earth-
atmosphere system compared to the situation withenasols, at all.

The satellite based estimation concerning EHRE influence is
shown inTable 3 The different methods have given more or less the
same value for the natural and anthropogenic dnatiition effect. The
nine instruments using much more different appratiom gave for this
effect a -5.4 Wrif value. Comparing these values with the numbers of
Fig. 1 we can express that their role is secondeside the effect of
cloudiness, atmospheric water content, or naturabspheric greenhouse
effect. On the other hand if we compare the lattézct (supposing that
the natural and anthropogenic factors have gotsdme magnitude in
DRE) with the magnitude of change the role of a@rgarticles is not
negligible either.

Table 3: Direct radiation effect by aerosols on the radiatibalance of the Planet,
estimated by satellite remote sensing (IPCC 20@hle 3. abbreviated)

Satellite instrument | Measurement period DRE (Wn)
MODIS, TOMS 2002 -6.8
CERES, MODIS March 2000 —December 2003 -3.8--55
MODIS November 2000 — August 2001 -5.7+0.4
CERES, MODIS August 2001 — December 2003 5.3+ 1.7
POLDER November 1996 — June 1997 -5.2
CERES, VIRS January 1998 — August 1998; | -4.6 £ 1.0
March 2000
SeaWifs 1998 5.4
POLDER November 1996 — June 1997 -5--6
ERBE July 1987 July 1987 — June 1997 -6.7
Average (deviation) -5.4% (0.9)




4. Changes of climate

Detection of changes in the climate system is laeradlifficult and long-
term task of the satellite based remote sensing.KBly problems are the
limited accuracyof the observations, i.e. the non-random, systeneat
ror, or bias, that defines the offset between tleasured value and the
true one. There is also a limitedecisionof each individual observation,
i.e. its random errors. Suitable averaging of thedom errors can im-
prove the precision of the measurement, so thisl@no is not a strict ob-
stacle of the long-term observations. But, the tiohistability, i.e. the
time varyingaccuracy, when no absolute standard is availallesstab-
lish the systematic error as a function of timexaly, therepresentativity
might also be a constraititough a good sampling strategy can mitigate
this problem (Doherty, 2010).

There are high, nearly endless numbers of variablése climate
system. The most straightforward, and also realisties to observe by
remote sensing, are listed Tiable 4 according the present and future ac-
tivity of the “ESA Climate Change Initiative” (Liegp, 2010).

It is not possible to overemphasise how importanb ihave multi-
variable objective data on the recent climate ckangny national or lar-
ger scale policy decision on the mitigation of dianges or on the adap-
tation to them should be based on the detectidgheothanges. (Attribu-
tion of them is another task, with substantial sgres with the detection,
as well.)

Table 4: Essential climate variables, as considered byBS8& Climate Change Initia-
tive. Observation of the 11 bold-set variableslisady in process (Liebig, 2010).

Atmosphere| Surface Air temperature, precipitation, air presswater va-
pour, surface radiation budget, wind speed & dioect
Upper air Cloud propertieswind speed & direction, Earth radia-
tion budget, upper air temperature, water vapour
Composition| Carbon dioxide, methane & other GHGSs, ozone, adraso
properties

Ocean Surface Sea-surface temperature. Sea-level, sea-ice, coaan
our, sea state, sea-surface salinity, carbon dioxidiapa
pressure

Sub-surface| Temperature, salinity, current, nutsiecarbon, ocean
tracers, phytoplankton

Terrestrial | Glaciers & ice caps, land cover, fire disturbanémction of absorbed
photo-synthetically active radiation, leaf-areagrdLAl), albedo, bio-
mass, lake levels, snow cover, soil moisture, waset ground water,
river discharge, permafrost and seasonally frozeoryg




Common sense, physical considerations and alsotetttenical
possibilities and constraint lead the decisiontengriorities among these
variables. The first two drivers are needed to himeemaximum set of
fairly independent physical state variables, asmsa® possible. The first
11 variables of the ESA mission are bold set inTtakle.

Among the variables in Table 4, the most frequendgd one is
the near surface air temperature, which increasedueh as 0.8°C in the
last 100 years (Copenhagen Diagnosis, 2009). Thpdrature of second
part of 20" century in average was very probable above thasn500
year’s and no doubt in the last 1300 years of gaened’s average.

It was possible to detect same warming in the losred middle
during the layer of the troposphere together with gurface changes dur-
ing the newer examination. It is import becausegating to the two per-
vious IPCC Reports (1996, 2001) this relation doaisexist. Because of
the warming in upper layers, we introduce two fegiFig. 3 shows the
influence of the different level’s temperature Ive tsensor of microwave
sounding schematically. If we know these valuescarm determine layer
by layer the change of temperature in the lastaeaBefore going fur-
ther, we summarise the substance of microwaveaipérature sounding.
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Figure 3: The weighting function of microwave sounding. Tight part of the Figure
shows schematically that the height of tropopatise {op of the troposphere, where the
temperature decreases with the altitude, in gef@mbouble above the tropical than
above polar areas. The second and third curve,trgitle, are the original weight func-
tions of the T (lower stratosphere) and,Thannels. The next two profiles, combination
of two mentioned channels, are the weight funatibmiddle and upper troposphere’s,
using other channels too, lower troposphere’s weilgimction. (Source: IPCC 2007,
Fig. 3.16.) The reconstructions based on this wiegfunction are shown in Fig. 4.)
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The microwave sounding is able to estimate tempegadf rela-
tively thick layers. It measures the microwave emois (radiance) is
emitted by oxygen molecules according to their cotafed emission
lines around 60 GHz, as a function of their therowaldition. The proper
combination of the mentioned lines can charactaheedifferent layer's
temperature, and also their changes. The nineumstnts of Microwave
Sounding Unit (MSU) have carried out since 1978e RMuvanced MSU
has taken over their tasks. The great advantagfeeahicrowaves is that
the majority of clouds do not hinder the measurdmaémost the precipi-
tation fall and the explicitly clouds high with vesitcontent.

The Fig. 4 shows the change of air temperature in the diftere
layers of atmosphere since 1950 up to the pre3betyears before 1978
are prepared of course not from MSU measuremeuntghby are the re-
sults of highly precise re-analysis. The essencthefre-analyse is that
not the statistical relationships, but the agredraemng the atmospheric
variables according to the physical equations. U abbreviations re-
fer to the different analysis centres and authois.important, that the re-
analysis shows good correlation with the microwestgmation.

From top to down in Fig. 4, it is conspicuous foe first sight that
the stratospheric temperature is decreasing cgntocaour expectation.
But, considering that the increase of the greenhgases allows less en-
ergy to the stratosphere as before, we can alneadgrstand the tempera-
ture decrease. Furthermore, another reason cotgsilta this behaviour.
It is the consequence of surface warming whichddadelevation of the
tropopause and its lower temperature. This is #meesprocess that leads
to higher and cooler tropopause in summer thanimbew

The temperature of the upper and lower troposplaeré,also of
the near-surface level shows encouraging synchribng.important be-
cause we can (unfortunately) exclude the hypothbsisthe near-surface
warming is just a result of measurement errorgf@rroneous neglecting
of urban influence caused by large number of usiations, since this ef-
fect would be much more localized in its verticetent, as well.

The warming (caused by anything) could be provesideethe air
temperature with the change of other geophysicatatgters. Such vari-
ables are the area of snow cover and sea ice whbigl be detected well
only in the era of satellitezig. 5 (in the over-next page, after Fig. 4)
shows the changes of these components of the drgosm the last dec-
ades. As it is shown in Fig. 5 both the snow cceved the sea ice area
have decreased in the last decade parallel tolttalgwvarming over the
Northern Hemisphere. Both changes are apparenstatidtically signifi-
cant.
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Figure 4: Variations of air temperature at different levédlesm 1950 until 2005. A) The
temperature decreases in lower stratosphere, becthes increasing greenhouse effect
blocks the long-wave radiation emitted by surfand the clouds. This part of energy is
not able to reach this layer. Years of the thremgédavolcanic eruptions are indicated
with their names at the lower axis. The other gsaphow increasing tendency with syn-
chronous year-by-year oscillation in the middledarpper troposphere (B), in the lower
troposphere (C), and near the surface (D). All easlare differences from the mean of
1979-1997, filtered by seven-month moving aver#€¢, 2007: Fig. 3.17).

On other hand, around the Antarctica the sea isebban increas-
ing, despite the near-surface warming over the ntgjof the continent
(Steig et al., 2009). This pattern has been atethio intensification of
the circumpolar westerlies, in response to changssratospheric ozone,
letting less warm air masses into the centre ofistend. This, in turn,
leads to colder centre of Antarctica and southvsairtt of the Polar front.
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Figure5: The extension of snow cover on the continentoahirn Hemisphere in two

following satellite observation interval during thkawing period, between 1967 and
1987, and 1988 and 2004 respectively (a). The noatiibn of snow cover represented
by colour squares showing almost on every plac® ®1115-25% shortening in time.

The continuous lines are 0 and 5°C mean isotheriverdemperature for total 1967-

2004 periods in March-April. The biggest area desiag is nearly parallel with the

isotherms. The next two figures show the exterdi@mteanic ice cover on the Northern
(b) and Southern Hemispheres (c) between 1979 808.2The dots show the yearly
mean ice extension, with decadal smoothing. (IPGC72Fig. 4.3, 4.8 and 4.9).



In Fig. 5, the linear trend of ice cover decreas@3+7 thou-
sand km per decade. Its magnitude is -2.7 %, and it isi@nt. Simul-
taneously, the ice-cover expansion, as much as ##@sand krh per
decade, is not significant in the Southern Hemisphe

Another indicator of the thermal processes is @eelsvel, driven
mainly by the thermal expansion and the water lz@amth the continen-
tal ice. Sea ice melting does not influence theleeal, in correspondence
with the Archimedes’ principle on the floating otig

Fig. 6 is an evidence of warming showing the sea lews com-
bining the tide gauges and microwave satellite ofag®ns. The latter
observations are based on the TOPEX/Poseidon asuh Jatellite al-
timeter measurements programmes. They measureethéegel heights
between 66°N and 66°S in ten-day averages sincg. I9te precision of
the individual ten-day average sea-level anomaliased on satellite mi-
crowave measurement, is 5 mm. According to thecgssing of the
measurements, the rise of sea level is 3.1+0.7 emygar which mainly
happens in the Southern Hemisphere.

Hence, the temperature increase has already be¢ectete in the
upper 3 km layer of the oceans. The reason is80% of the radiation
balance surplus is absorbed by the oceans. (Ttigi8.9 Wrif deviation
of the total balance in Fig. 1) This warming togethvith the thawing of
land ice has already caused 17 cm elevation oeseh(IPCC, 2007).

According to the Copenhagen Diagnosis (2009), ithecsease of
the sea level, its causes and the projected futamebe summarised, as
follows: The contribution of glaciers and ice-caps to glaed-level has
increased from 0.8 mm/year year in the 1990s td.Bemm/year today.
The adjustment of glaciers and ice caps to presianate alone is ex-
pected to raise sea level by ~18 cm, (i.e. by 1Inuone after three years
from 2005, than the IPCC AR4 estimation).

The area of the Greenland ice sheet, experiencingner melt,
has already been increasing by 30% since 1979llgdarathe increasing
air temperatures. The net ice loss from Greenlaoglarated since the
mid-1990s and is now contributing as much as 0.7yean to sea level
rise due to both increased melting and acceleragefiow.

Antarctica is also losing ice mass at an increasatg, mostly
from the West Antarctic ice sheet due to increasedlow. Antarctica is
currently contributing to sea level rise at a raarly equal to Greenland.
Ice-shelves connect continental ice-sheets to tearn Signs of ice shelf
weakening have been observed elsewhere than Wntfaectic Peninsula,
indicating a more widespread influence of atmosphand oceanic
warming than previously thought.
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Figure 6: Sea level change during 1970-2010. The tide gawadge are indicated in red
(Church and White 2006) and satellite data in b{@azenave et al. 2009). The grey
band shows the projections of the IPCC Fourth Assesit report for comparison. The
graphs show the difference from the 1993 - Jund 2@0iod’s average in mm unit. The
satellite data till 2002 are based on TOPEX/Posgrjdater on Jason satellites. (Copen-
hagen Diagnosis, 2009: Fig. 16)
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Figure 7. Rate of surface elevation for Antarctica and Greedl The measured
changes are median-filtered, spatially averaged gridded over the period 2003-2007
(with missing data, but always more than 365 dalydata existence). East Antarctic
data are cropped to 2,500 m altitude. White dadhezl(at 81.8 S) shows southern limit
of radar altimetry measurements. (Pritchard et 2009)
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There is a strong influence of ocean warming onmntlass balance
via the melting of ice-shelves. The observed summelting of Arctic
sea-ice has far exceeded the worst-case projedtiomsclimate models
of IPCC AR4. The warming associated with the atrhesic greenhouse
gas levels makes it very likely that in the latecades the summer Arctic
Ocean will become ice-free, though the timing a$ temains uncertain.

An evidence of the fact that much fast-moving gegiare chang-
ing the ice sheets is seenkiy. 7. (Pritchard, et al., 2009) In the frame-
work of the British Antarctic Survey, the authorevdloped a new
method to map out elevation change using data M&8A’s Ice, Cloud
and land Elevation Satellite. These images illustchanges to the edges
of the ice sheets in 2003-2007 as observed by ICE3#ces where gla-
ciers thinned from lost ice over time are red, whiteas where glaciers or
the ice sheet gained ice are blue. The greateas afeice loss are along
the northwest and southeast coasts of Greenlandhenavest coast of
Antarctica with some glaciers thinned more than/9ear. The average
rate of thinning for fast-flowing glaciers in Gréand was 0.84 m/year.

Another example for changes of the sea-level aadamponents
is given inTable 5 where these empirically determined terms were de-
rived for different short periods with different thedologies. All terms
except the land waters estimation apply satellitertmbservations.

Table 5: Two recent trend-estimations of the global seallend its components.

Sea-level rise |Ice- Glaciers |Landice|Thermal |Land [Total Observed

estimations  |sheets mm/yr |mm/yr |expansion |waters |climatic increase
mm/yr mm/yr mm/yr |mm/yr  mm/yr

IPCC AR4,

2007 (1993- 0.4 0.8 1.2 1.6 ? 2.8 3.1

2003):

Cazenave and

Llovel, 2010 11 1.1 2.2 0.6 -0.2* 2.6 2.8

(2003-2009):

*Llovel et al., 2010

5. Testing of climate reproduced by models

The climate system, the atmosphere, the landspdbans, the biosphere
and solid water, i.e. the cryosphere is one ofntlost complicated non-
linear systems. The spatial scales of the systam fsbm the millimetre
magnitude of cloud-physical processes until thgtef the Equator.
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The temporal scales of the system changes betvineefew min-
utes’ long micro turbulence and the many hundreat Y@&g ocean circu-
lation. Not any model is able to take everythintpinonsideration. Be-
sides the insufficient computer capacity, we havednsider the lack of
knowledge derived form the limitations of the olsgion network.

For this reason, testing the climate models is waortant. The
simpler part of testing is to check whether thé&dBen the models, simu-
lated with present external circumstances, fit reality. A positive ex-
ample of this validation is shown Kig. 8. It demonstrates that the water
content of atmosphere and its changes relativeliywas given back by
the model was fitted to the reality via sea surfesaperature as lower
boundary condition. We can state that the dynanpoatesses of the at-
mosphere can well handle the atmospheric wateeotnt

It is also worth mentioning, that the increasirentt of water con-
tent during this two decades, with global warmirghibnd, points at the
positive inter-relatedness of temperature and watartent at global
scales: Warming climate initiates increased waggrour content, leading
to further warming, as it is also mentioned in tiegt Section.

6. Testing of climate model sensitivity

The final aim of climate modelling is to projecktfuture climate in re-
sponse to reasonable changes in the external dpfaators. These exter-
nal factors and their uncertainty are influencednigny circumstances.
Among others, they are the world population, thracstire of energy in-
dustry, development difference between the regietts,

The other uncertainty factor is how correctly weiate the sen-
sitivity of climate system, namely the expectedpgenature in response to
given changes of the external factors. We are @altyr able to estimate
the first uncertainty source, due to its complexityt we can validate the
climate sensitivity simulations through testing tagr particular proc-
esses. These particular processes are the climetlbbdck mechanisms,
including variables and processes, that changeéadcémate changes, but
which re-direct the measure of climate change, et w

The expected changes in the global average coultetegmined
by theFig. 9. The expected changes are shown using the thressst
scenarios of Report (IPCC 2007) supposing constambspheric compo-
sition as it was in 2000. See left side of the nogr@d Figure. The right
side of the Fig. 9 shows the absolute uncertaifthree basic scenarios
furthermore of three more popular alternatives igiveReport 2001.
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Figure 8: The anomaly of vertically integrated water vapaontent above the ocean,
expressed in percent of 1987-2000 period average.vRlues are simulated by the gen-
eral circulation model of Geophysical Fluid Labavag, Princeton and observed by the
SSM/I satellite. The model was driven by obseresdssirface temperature, as lower
boundary condition, otherwise by external climaiecing. The model well reproduces
the slow increase of water vapour content in cotinecwith warming, and the inter-

annual fluctuation in relation to the El Nino/Lari oscillation (IPCC 2007: Fig. 9.17).
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Figure 9: Global mean temperature scenarios. The solid liokthe figure show the
changes of global mean temperature. The lines be2000 show the observed values
and their £1 standard deviation. Later they are tiesults of all available model simula-
tions as deviation from the 1980-1999 average. fllgre is shown in the inner figure
according to the A2, A1B, and B1 scenarios. Thegedine is for the experiment where
concentrations are held constant after 2000. Thyhtrihand columns show the model
uncertainty. They could be characterised by +609%hkr and -40% lower values.
(IPCC 2007: Fig. 10.29). So, horizontally the unieérty of emission scenarios, verti-
cally the uncertainties of climate sensitivity ateown in the right side of the Figure.
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If we compare the uncertainty originated from difet emission
scenarios, on one hand, and from sensitivity déffiees of the models, on
the second hand, we have to assess both uncersaumtyes to be similar.
Hence, decreasing the difference of climate modedfiecting better
knowledge of the real sensitivity, would be equaibeful from the point
of view of the prediction as reduction of the unamty of future emis-
sions. It makes quite a difference if we reach1HeC or the 6.4°C end
of the overall uncertainty interval. Or, if speajiabout a medium rapid
emission scenario, with uncertainty just from thedel physics, than
1.6°C, or 4.4°C, as in the popular case of A1B adenThe assumptions
projected numbers and primary sources of the decc&@RES scenarios
can be seen in several pages of the IPCC AR4 RE&QHT).

Above it was shown that the sensitivity of climatedel highly
differs form each other. It is important scientifésk the further testing of
simulated feedbacks in the models, and absolut@gadson with some
kind independent reference value) and relative (@mon of different
models) study in which the satellite observatiofi &ve important role.
The most frequently referred Figure of IPCC (20B&port shows how
the mean Earth’s temperature can change accorditiget possible sce-
narios and climate sensitivity values.

In Fig. 10two tests of such a feedback are shown. The lcngew
radiation emitted from the surface is influencedydoy water vapour
content of atmosphere under clear sky. The morerwatpour is in the
atmosphere, the bigger part of the surface origoth&ing wave radiation
can be absorbed. It means that smaller part oéileegy could leave into
the space. (In scientific meaning, the water vap®greenhouse gas itself
causing more than the a half of the natural greesd@ffect. But, since
water vapour content of the atmosphere is changiaigly due to internal
processes of the climate system, from environmeutait of view we do
not consider it as a greenhouse gas.)

The upper part of Fig. 10 demonstrates that thetioreed model
overestimates the influence of water vapour onittagliance. It means
that the model simulates the most important stbdgi negative feedback
of the climate system to be weaker than in thatye&ontrary to this, the
positive feedback has got the biggest influenceslbort wave balance
connected with the changes of snow and ice covee §tronger the
warming is, the larger area of the elements of gphere will thaw, and
the albedo of a large area will be darker instefaghow and ice with high
reflectivity. Since the snow-free surface is abl@absorb more energy and
use it for warming of the atmosphere, it will anfypthe warming as well.
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Figure 10: Model estimation of most important elements afudless) long wave (a)
(Allan et al., 2004: Fig. 2) and shortwave balan(b¢ (IPCC, 2007: Fig. 8.16). In first
figure the HadAM3 climate model of British Hadlegrn@re, calculated for tropical area,
under clear sky, shows that the long-wave compotetiteases too fast with increasing
water vapour content of upper stratosphere. It nsetimat the model simulates a bigger
value for the irradiance than it was measured byBSRand HIRS satellites. This error
means too strong negative feedback in the modelcalfealso see how the short-wave
balance depends on surface albedo in case of 1arelift models in the lower part of the
figure. The vertical axis shows the albedo decredegmending on unit global warming
as one difference between"™8nd 22° Century simulated climates. The horizontal axis
shows the ratio of satellite observed April-Mayeb and temperature values for the
Northern Hemisphere. The seasonal albedo sengitiwiestimated using data fields of
ISCCP cloud climatology and ERA-40 atmosphere amalgrojects. The models pro-
duce large deviations from this value, and in miayothey exhibit weaker feedback than
the empirical estimation. Both errors lead to sreattlimate sensitivity than in reality.



7. Conclusion

The use of Remote Sensing from space is advantagsioge it allows us
to observe a wide range of climate parameters glolzl scale in a con-
sistent and repeatable manner. There are seveehpters that can prac-
tically be observed only this way. Though there swene constrains in
accuracy and in precision, as well, the moderagees@nd time resolu-
tion, which is enough for climate science applmasgi, makes them not
especially limiting.

Besides the traditional passive optical soundiagsjve and active
microwave sensors are also of great and increasipgrtance. The paper
does not contain too much detail in technical aspbat we tried to go
through the useful aspects of the application.

Monitoring of the external climate forcing, withespal emphasis
on the new developments of the global radiatiomted estimations at-
mospheric aerosols made clear for us, that thiscspill needs the ongo-
ing further development to reduce the uncertaintietection of climate
change is important since ground-based detectiennieny local influ-
ences and other practical constraints, especialbycerning the
cryosphere and the strongly related sea-level.

The third group, the validation of the present elienmodel simu-
lations could have been more detailed, but thelteesfi the comparison
are rather model-dependent also with some uncégsim the indirect
observations. More attention was paid to the vabdaof the feedback
mechanisms, determining the radiation balance ef atmosphere and
largely influencing the sensitivity of our climate the external forcing
factors. Undoubtedly, this aspect is the most edlaine to the climate
policy, obtaining primary reflection of climate soce, in optimum case.
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